
COL202: DISCRETE MATHEMATICAL STRUCTURES

MAJOR EXAM SOLUTIONS



PROBLEM 1 (a)

Proof by probabilistic argument

Assign each vertex to the "left' set w . p . 1 and "right" u . p . 12.

independently of other vertices.

Fix
any edge e = [u , r3.

Define Xe =

/1 if edgea is crossing
O Tw



PROBLEM 1 (a)

Pr(Xe = 1) = Dr (n on left and von right or vice rusa)
disjunt pr left , r right) + r right, w lete

independent Pr (left) . De (eight) + Pr ( right . Po (left)

= Et + t = t

Define X = IXe
etE

ThenIETX] is expected number of crossing edges.



PROBLEM 1 (a)

By linearity of expectation :

ElX] = I: E(Xe]
= IEI

.

z

X is a random variable whose expectation is L.

=> In (X () > 0 - probabilistic method

=>I a vertex partition with at least IE crossing edges. A



PROBLEM 1 (b)

Proof by probabilistic argument.

Let (v) = 2n.

we will divide vinto two sets
, say

A and B
, of size n

eachNo . of equipartitions =

2n
C.

Fix an edge e = Su , v].



PROBLEM 1 (b)

Let us count the number of partitions in which a is crossing
(1) If UEA and VeB picking n-1 vertices other than

I
in the set A

2n-2
The number of such partitious is Em

(I) If UEB and Ve A
-

The number of such partitious is
2n-2

&Em



PROBLEM 1 (b)

Define Xe as in part (a).

Suppose each equipartition is chosen uniformly at random.

2 .
2-2

Cn+ M 7 IPr (Xe = 1) =
2n

In

=

2n+ 2

Desired bipartite subgraph exists by the same argument
as in part (9).

A



PROBLEM 1(a) (5 pts]

* Mention "We will prove the statement .
"

- 0 .5 pts
* Mention proof technique.- 0 . 5 pts

* Mention the experiment (random partitioning)- 0 .5 pts

* Correctly define indicator random
variables

and theirsum-
1 pt

A Conulty compute expected values- pt

* Apply probabilistic method to finish the proof- 1 . 5 pts



PROBLEM 1(b) (10 pts]
* Mention "We will prove the statement .

"

- 1 pt

* Mention proof technique.- 1 pt

* Mention the experiment (random partitioning)- 1 pt

* Correctly define indicator random
variables

and theirsum- 1 pt

A Conulty compute expected values- 4 At

(should bestrictlymore than IE1/2)
* Apply probabilistic method to finish the proof-2 pts



PROBLEM 2 (a)



PROBLEM 2 (a)

Proof by contradiction.

Let t be any concave permutation of [n].

Let it (n] be such that r(it) = n.

Suppose , for contradiction , thatI is not bitonic. Then,

(i) either =j < if such that r(j) > r(j+)

(ii) or 7ki
*
such that U(K) < +(H)·



PROBLEM 2 (a)

(i) 7 j < if such that r(j) > r(j+ )
↑

Let j be the closest index to it that satisfies case (i)

Obsure that * it-1 : thus jt < i
*
-1.

Then
, r(j* > r(j+ 1) and r(j* ) < r(*+ 2).

&

=> concavity violated at j+ 1.
well-defined

Contradiction !



PROBLEM 2 (a)

(ii) =Ki
*
such that (K) < +(H)·

Let
*

be the index closest to it that satisfies case (i).

Then
,
Kit

,
and thus K

*
>i *.

we have r() < UIK
*

H) and U(K) < r(**-1)
↑

= concavity violated at K* well-defined
Contradiction.

Therefore ,
I must be bitonic.

Bes



PROBLEM 2 (b)

12345 5 43 21

134 52

& h
,
u

&

13542

15432
23451



PROBLEM 2 (e)

n- 1
There are 2 bitonic permutations
Observe :

① I must always be at one of extremes of any
bitonic permutation

② After eliminating 1
, the remaining permutation of

92, 3...., n3 is also bitonic.

Recurrence : f(n) = 2 fin) => fini =2

Verify by induction using above observations.



PROBLEM 2(a) (6 pts]

* Mention "We will prove the statement .
"

- 1 pt

* Mention proof technique.- 1 pt

* Correctly derive contradiction for
the left of the peak-

2 pts

* Correctly derive contradiction for
the right of the peak-

2 pts



PROBLEM 2 (b) (4 pts]

0 . 5 pt for each correct answer

- 0 . 5 pt for each incorrect answer

Minimum marks : 0 /4.

( even if the solution consists of more incorrect

answers than correct ones)



PROBLEM 2(c) (5 pts]

A Muntion the count answer - 1 pt

* Making the relevant observations-1pt

* corvet recurrence- - pts

* Verify via induction-1pt



PROBLEM 3 (9)

T
This result is a special case of what's called
Markov's inequality i Pr (1) < (E(X)

For any K20, R

if Pr (X7k) = p , the IX] > K . p.

The desired inequality follows when K= 1 .

Al



PROBLEM 3 (b)

Fix K = 3 logn + 17 .

Fix any subset of rutius SEV such that Isl = k

IPm(S is independent) = Pr (no edge between any of the RE
pairs of rutius in S)

= ( - ⑪



PROBLEM 3 (b)

Let S
, S , ..., Suc, be all

k-sized subste of ratius.

Let Xi = f
I if Si is independent

O

nC

Let X = zXi
i = 1 KCz

Then IE/X] = [ IXi] = [ Pr(: = 1) = ( (E)de

by limerity of expectation using D



PROBLEM 3 (b)

EE(X] = n . (t
*

(-1x)= n . ((t) since "CIn"

k
Elug ,"

= (n . (t) J since K 3 log
-k(

= (n .

n* ]* N -



PROBLEM 3 (b)

From part 191 ,
we have Pr(XX1) <E[X]

=> Pe(X21) <n
+2

(from Q)

= driten). -



PROBLEM 3 (b)

In (size of laught independent set > K) & same events
[

= Ir there exists an independent set of size(K)(
= Pr (1 If 11 " = k)

= Ph(X >1)
(ming A B = Pr(A) <1Pr(B)

= 0 (n-lon) from as desired.



PROBLEM 3 (a) (2 pts]

* Proving the inequality for all KPO-115 pt

* Substituting K=-es pt



PROBLEM 3 (b) (13 pts]

* Computing expected value of indicati variables - 3 pts

* Driving o(n) bound on Pr(X)- opts

* Finishing the proof by observing that the bound on IPr(XX1)

gives a bound on the derived probability
- 2 pts



PROBLEM 4(a)

Proof by using standard properties of congruence.

Observe :

① gcd(c , my = 1 and (Ed(modm) = gcd (d , m) = 1
.

② By O ,
c and do are well-defined.

Then
,

c
. (act- bd") God m)

=> acct-badt (mod m)
E dd'El mod mia . 1 - b . 1 (modm) Note : <Ed (modm) and ([ J
E a- b (modms

=> <d
"
= 1 (mod my



PROBLEM 4(a)

Thus
S
c

. (act-bd-l) Godm) = a - b (modms = 0 (modm)

Since c and m are relatively prime

we have ac"-bat = 0 (mod m) as desired.

#



PROBLEM 4 (b)

Proof by using ged-spe equivalence and part (a)

d = ged (a , 1) => F integus X,B such that d= <a + BC.

Without loss ofqunerality ,
<70 (can achieve by adding

enough copies of a (
Thus

,
we must have that B10.

b= (madm) => 64 = 1 (madm) - ⑪

b = 1 (mod m) = jB = / (modm) -②



PROBLEM 4 (b)

Obsuve that ged (5-BC m) = 1
.

This is because

(jP" l (mod m) and God (1 , m) = 1 . Pinotneedtoassna

By applying part (a) ,
we can divide ① by o to get

pa+B = l (mod m)

or 69 = / (mod my as desired. A



PROBLEM 4(2)

Proof by using Eule's theorem and part (b).

p is prime -> b = 1 (modp) by Ender's the since (p) =p+.

Given b = 1 (mod p).

Let d = ged (n , p-1).

By part (b) ,
ba =1 (mod p)



PROBLEM 4(2)

If d = n
,
then gid (n , p- 1) = n => n/p -

=> p = 1 (mod n) .

If d < n
, p/b9-1 for some divisor dan of n

↳
prope divisor.

⑭



PROBLEM 4 (a) (5 pts]

* Mentioning "We will prove the statement" - 0 . 5 pt

* Observing that cand d"are well-defined - Ipt

*

Observing that c .(ac"-bd) = 0 (mod m) - 2 . 5 pts

* Using relative primality of Cand m -1 pt

to finish the proof



PROBLEM 4 (b) (5 pts]

* Mentioning "We will prove the statement" - 0 . 5 pt

* Invoking ged-spe equivalence and observing
- 2 pts

that X70 and B 10

A Observing that part (a) can be used to
- 1.5 pts

divide the congruences in D
and ②

* Stating that relative primality of bandm -1 pts
is not needed.



PROBLEM 4(c) (5 pts]

* Mentioning "We will prove the statement" - 0 . 5 pt

* Using Eulu's theorem -1 pt

A Using part (b) - 1 . 5 pts

* Can analysis fur din and <n -2pt


